Exercise: GSM representation of group lasso

Consider the prior 7']-2 ~ Gal(d, p?/2), ignoring the grouping issue for now. The marginal distribution induced on the

weights by a Gamma mixing distribution is called the normal Gamma distribution and is given by
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where K, () is the modified Bessel function of the second kind (the besselk.m function in Matlab).
Now suppose we have the following prior on the variances
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The corresponding marginal for each group of weights has the form
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Now suppose d, = (dg +1)/2, so 65 — dy/2 = 1/2. Conveniently, we have Ki/,(2) = /5= exp(—z). Show that the
resulting MAP estimate is equivalent to group lasso.

where


https://github.com/probml/pmtk3/tree/master/demos/besselk.m

