
Exercise: Derivation of Q function for HMM

Show that the expected complete data log likelihood for an HMM is given by

Q(θ,θold) =

K∑
k=1

E
[
N1

k

]
log πk +

K∑
j=1

K∑
k=1

E [Njk] logAjk (1)

+

N∑
n=1

Tn∑
t=1

K∑
k=1

p(zt = k|xn,θ
old) log p(xn,t|θk) (2)

where Tn is the length of sequence n.
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