
Exercise: Mutual information between class and binary features

Consider a supervised learning problem where we want to learn a mapping from x to y. Suppose x ∈ {0, 1}D . Show
that

I(Xj , Y ) =
∑
c

[
θjcπc log

θjc
θj

+ (1− θjc)πc log
1− θjc
1− θj

]
(1)

where πc = p(y = c), θjc = p(xj = 1|y = c), and θj = p(xj = 1) =
∑

c πcθjc.
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