
Exercise: Mutual information for correlated normals

(Source: (?, Q9.3).)
Find the mutual information I(X1, X2) where X has a bivariate normal distribution:(

X1

X2

)
∼ N

(
0,

(
σ2 ρσ2

ρσ2 σ2

))
(1)

Evaluate I(X1, X2) for ρ = 1, ρ = 0 and ρ = −1 and comment. Hint: The (di�erential) entropy of a d-dimensional
Gaussian is

h(X) = 1/2 log2

[
(2πe)d det Σ

]
(2)

In the 1d case, this becomes
h(X) = 1/2 log2

[
2πeσ2

]
(3)

Hint: log(0) =∞.
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