
Exercise: Gradient and Hessian of log-likelihood for multinomial logistic regression

1. Let µik = σ(ηi)k , where ηi = wTxi. Prove that the Jacobian of the softmax is

∂µik

∂ηij
= µik(δkj − µij) (1)

where δkj = I(k = j).

2. Hence show that the gradient of the NLL is given by

∇wc
` =

∑
i

(yic − µic)xi (2)

Hint: use the chain rule and the fact that
∑

c yic = 1.

3. Show that the block submatrix of the Hessian for classes c and c′ is given by

Hc,c′ = −
∑
i

µic(δc,c′ − µi,c′)xix
T
i (3)

Hence show that the Hessian of the NLL is positive definite.
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